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Text to Fivelets

● Naive RAG is not suitable for our project.

● Company news are very similar to each other.

● News of the same company with different
dates are very similar to each other.



Neo4j Database Entity-Relation-Entity triplets and the fivelet’s 
corresponding document are embedded using the 
E-5-large-v2 model.

Vector indexes are created for faster processing.



Single-Hop User 
Query - 
Data Extraction

Related companies are extracted.

Start-end dates are extracted.

Ranking mode is extracted.



Retrieval of Related 
Texts

● First, filtering based on companies and dates 
are done.

● Semantic similarity scores are calculated with 
the following formula:

● After that, temporal score is calculated based 
on ranking mode:

● Lastly, semantic scores and temporal score are 
summed and retrieval is done based on that 
final score.



Retrieval Example Fivelets retrieved for the user query “What is the 
relationship between YEOTK and SEP?” are below:



Single-Hop 
Examples

Single-Hop questions require only one chunk of text 
while generating an answer.

Multi-Hop questions require different text chunks to be 
combined for answering.



Another Database MongoDB is used for storing chats, messages within 
chats, users etc.

A user might have multiple chat instances with the 
Chatbot.

Each chat stored belongs to a user.

Each message belongs to a chat.

Relation order: message → chat → user



FastAPI
The backend endpoints for relevant functionalities is 
implemented as a FastAPI.

The pseudo-schema of object stored inside the database 
is also indicated here. Example:

Currently, we have all the endpoints needed for creating 
users, creating chats, sending messages, displaying 
messages to user, rephrasing queries for follow-up 
questions and so on.

We can test the skeleton of our project with the existing 
endpoints.



Follow-up 
Questions

User might ask follow-up questions regarding previous 
conversation with the LLM.

Example:

Initial Question to LLM: Who founded Apple?



Follow-up 
Questions

The previous conversation and the user query is 
processed together, and a single self-contained query 
is generated.

Then, this new query is used in the LLM call.

The extent of previous information that needs 
referencing before rephrasing the user query is a 
hyperparameter of the pipeline.

That is, look at 2 previous messages, or 3, 4 …n.



Follow-up 
Questions A structured conversation (date and sender of each 

message is indicated), with the user query is sent to a 
LLM.

The LLM is generates a new query that incorporates 
necessary information referencing the conversation 
given, that is fully self-contained.

This newly generated query is returned for the original 
use.
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